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[bookmark: _Hlk26955001]* * * * Start of Change * * * *
[bookmark: _Toc47342349][bookmark: _Toc20150070][bookmark: _Toc27846869][bookmark: _Toc36188000][bookmark: _Toc45183904][bookmark: _Toc45183907][bookmark: _Toc36192680]4.4.8.2	Architecture to support Time Sensitive Communication
The 5G System is integrated with the external network as a TSN bridge. This "logical" TSN bridge (see Figure 4.4.8.2-1) includes TSN Translator functionality for interoperation between TSN System and 5G System both for user plane and control plane. 5GS TSN translator functionality consists of Device-side TSN translator (DS-TT) and Network-side TSN translator (NW-TT). The TSN AF provides the control plane translator functionality for the integration of the 5GS with a TSN network, e.g., the interactions with the CNC. 5G System specific procedures in 5GC and RAN, wireless communication links, etc. remain hidden from the TSN network. To achieve such transparency to the TSN network and the 5GS to appear as any other TSN Bridge, the 5GS provides TSN ingress and egress ports via DS-TT and NW-TT. DS-TT and NW-TT optionally support:
-	hold and forward functionality for the purpose of de-jittering;
-	per-stream filtering and policing as defined in IEEE 802.1Q [98] clause 8.6.5.1.
DS-TT optionally supports link layer connectivity discovery and reporting as defined in IEEE 802.1AB [97] for discovery of Ethernet devices attached to DS-TT. NW-TT supports link layer connectivity discovery and reporting as defined in IEEE 802.1AB [97] for discovery of Ethernet devices attached to NW-TT. If a DS-TT does not support link layer connectivity discovery and reporting, then NW-TT performs link layer connectivity discovery and reporting as defined in IEEE 802.1AB [97] for discovery of Ethernet devices attached to DS-TT on behalf of DS-TT.
NOTE 1:	If NW-TT performs link layer connectivity discovery and reporting on behalf of DS-TT, it is assumed that LLDP frames are transmitted between NW-TT and UE on the default QoS Flow. Alternatively, SMF can establish a dedicated QoS Flow matching on the Ethertype defined for LLDP (IEEE 802.1AB [97]).
There are three TSN configuration models defined in IEEE P802.1Qcc [95]. Amongst the three models:
-	fully centralized model is supported in this release of the specification;
-	fully distributed model is not supported in this release of the specification;
-	hybrid model is not supported in this Release of the specification.
NOTE 2:	This release only supports interworking with TSN using IEEE 802.1Q [98] clause 8.6.8.4 based scheduled traffic and IEEE 802.1Q [98] clause 8.6.5.1 based per-stream filtering and policy.


Figure 4.4.8.2-1: System architecture view with 5GS appearing as TSN bridge
NOTE 3:	Whether DS-TT and UE are combined or are separate is up to implementation.

* * * * Next Change * * * *
[bookmark: _Toc47342515][bookmark: _Toc27846641][bookmark: _Toc36187769][bookmark: _Toc45183673]5.8.2.5.3	Support of Ethernet PDU Session type
When configuring an UPF acting as PSA for an Ethernet PDU Session Type, the SMF may instruct the UPF to route the traffic based on detected MAC addresses as follows.
-	The UPF learns the MAC address(es) connected via N6 based on the source MAC addresses of the DL traffic received on a N6 Network Instance.
-	The UPF learns the MAC address(es) of UE(s) and devices conncted behind, if any, based on the source MAC address contained within the UL traffic received on a PDU Session (N3/N9 interface).
-	The UPF forwards DL unicast traffic (with a known destination address) on a PDU Session determined based on the source MAC address(es) used by the UE for the UL traffic.
-	The UPF forwards UL unicast traffic (with a known destination address) on a port (PDU Session or N6 interface) determined based on the source MAC address(es) learned beforehand.
-	In the case of multicast and broadcast traffic (if the destination MAC address is a broadcast or multicast address):-	for DL traffic received by UPF on a N6 Network Instance the UPF should forward the traffic to every DL PDU Session (corresponding to any N4 Session) associated with this Network Instance
-	for uplink traffic received by UPF over a PDU session on a N3/N9 interface, the UPF should forward the traffic to the N6 interface and downlink to every PDU session (except toward the one of the incoming traffic) associated with the same N6 Network Instance
-	for uplink and downlink unicast traffic received by UPF, if the destination MAC has not been learnt, the UPF should forward the traffic to every PDU session associated with the same N6 Network Instance and towards the N6 interface. In any case the traffic is not replicated on the PDU Session or the N6 interface of the incoming traffic.
NOTE 1:	The UPF can consider a PDU Session or a N6 interface to be active or inactive in order to avoid forwarding loops. User data traffic is not sent on inactive PDU sessions or inactive N6 interface. This release of the specification does not further specify how the UPF determines whether a PDU Session or N6 interface is considered active or inactive.
NOTE 2:	This release of the specification supports only a single N6 interface in a UPF associated with the N6 Network Instance.
-	if the traffic is received with a VLAN ID, the above criteria apply only towards the N6 interface or PDU session matching the same VLAN ID, unless the UPF is instructed to remove the VLAN ID in the incoming traffic.
-	if the destination MAC address of traffic refers to the same N6 interface or PDU session on which the traffic has been received, the frame shallshould be dropped.

In order to handle scenarios where a device behind a UE is moved from one UE to another UE, a MAC address is considered as no longer associated with a UPF interface when the MAC address has not been detected as Source MAC address in UL traffic for a pre-defined period of time or it has been detected under a different interface (PDU Session or N6).
For ARP/IPv6 Neighbour Solicitation traffic, a SMF's request to respond to ARP/IPv6 Neighbour Solicitation based on local cache information or to redirect such traffic from the UPF to the SMF overrules the traffic forwarding rules described above.
NOTE 3:	Local policies in UPF associated with the Network Instance can prevent local traffic switching in the UPF between PDU Sessions either for unicast traffic only or for any traffic. In the case where UPF policies prevent local traffic switching for any traffic (thus for broadcast/multicast traffic) some mechanism such as responding to ARP/ND based on local cache information or local multicast group handling is needed to ensure that upper layer protocol can run on the Ethernet PDU sessions.
The SMF may ask to get notified with the source MAC addresses used by the UE.
In order to request the UPF to act as defined above, the SMF may, for each PDU Session corresponding to a Network Instance, set an Ethernet PDU Session Information in a DL PDR that identifies all (DL) Ethernet packets matching the PDU session. Alternatively, for unicast traffic the SMF may provide UPF with dedicated forwarding rules related with MAC addresses notified by the UPF.

* * * * Next Change * * * *
[bookmark: _Toc20150058][bookmark: _Toc27846857][bookmark: _Toc36187988][bookmark: _Toc45183892][bookmark: _Toc47342734]5.27.0	General
This clause describes 5G System features that support TSC and allow the 5G System to be integrated transparently as a bridge in an IEEE 802.1 TSN network.
During the PDU Session establishment, the UE shall request to establish a PDU Session as an always-on PDU Session, and the PDU Sessions used for TSC are established as Always-on PDU session as described in clause 5.6.13. In this release of the specification:
-	Home Routed PDU Sessions are not supported for TSC services;
-	TSC PDU Sessions are supported only with PDU Session type Ethernet and SSC mode 1;
-	Service continuity for TSC PDU Sessions is not supported when the UE moves from 5GS to EPS.

* * * * Next Change * * * *
[bookmark: _Toc47342736][bookmark: _Toc20150060][bookmark: _Toc27846859][bookmark: _Toc36187990][bookmark: _Toc45183894]5.27.1.1	General
For supporting TSN time synchronization, the 5GS is integrated with the external network as a TSN bridge as described in clauses 4.4.8 and 5.28.1. It shall be modelled as an IEEE 802.1AS [104] compliant entity according to TS 22.104 [105]. For TSN time Ssynchronization, the entire E2E 5G system can be considered as an IEEE 802.1AS [104] "time-aware system". Only the TSN Translators (TTs) at the edges of the 5G system need to support the IEEE 802.1AS [104] operations. UE, gNB, UPF, NW-TT and DS- TTs are synchronized with the 5G GM (i.e. the 5G internal system clock) which shall serve to keep these network elements synchronized. The TTs located at the edge of 5G system fulfil all functions related to IEEE 802.1AS [104], e.g. (g)PTP support, timestamping, Best Master Clock Algorithm (BMCA), rateRatio. Figure 5.27.1-1 illustrates the 5G and TSN grandmaster (TSN GM) clock distribution model via 5GS.
[image: ]
Figure 5.27.1-1: 5G system is modelled as IEEE 802.1AS compliant time aware system for supporting TSN time synchronization
Figure 5.27.1-1 depicts the two synchronizations systems considered: the 5GS synchronization and the TSN domain synchronization, as well as the Master (M) and Slave (S) ports considered when the TSN GM is located at TSN working domain.
-	5GS synchronization: Used for NG RAN synchronization. 5G RAN synchronization is specified in TS 38.331 [28].
-	TSN domain synchronization: Provides synchronization service to TSN network. This process follows IEEE 802.1AS [104].
The two synchronization processes can be considered independent from each other and the gNB only needs to be synchronized to the 5G GM clock.
To enable TSN domain synchronization, the 5GS calculates and adds the measured residence time between the TTs into the Correction Field (CF) of the synchronization packets of the TSN working domain.

* * * * Next Change * * * *
[bookmark: _Toc47342739][bookmark: _Toc20150063][bookmark: _Toc27846862][bookmark: _Toc36187993][bookmark: _Toc45183897] 5.27.1.2.2	Distribution of TSN grandmaster clock and time-stamping
The mechanisms for distribution of TSN GM clock and time-stamping described in this clause are according to IEEE 802.1AS [104].
Upon reception of a downlink gPTP message the NW-TT makes an ingress timestamping (TSi) for each gPTP event (Sync) message and uses the cumulative rateRatio received inside the gPTP message payload (carried within Sync message for one-step operation or Follow_up message for two-step operation) to calculate the link delay from the upstream TSN node (gPTP entity) expressed in TSN GM time as specified in IEEE 802.1AS [104]. NW-TT then calculates the new cumulative rateRatio (i.e. the cumulative rateRatio of the 5GS) as specified in IEEE 802.1AS [104] and modifies the gPTP message payload (carried within Sync message for one-step operation or Follow_up message for two-step operation) as follows:
-	Adds the link delay from the upstream TSN node in TSN GM time to the correction field.
-	Replaces the cumulative rateRatio received from the upstream TSN node with the new cumulative rateRatio.
-	Adds TSi in the Suffix field of the gPTP packet as described in Annex H.
UPF then forwards the gPTP message from TSN network to the UEs via all PDU sessions terminating in this UPF that the UEs have established to the TSN network. All gPTP messages are transmitted on a QoS Flow that complies with the residence time upper bound requirement specified in IEEE 802.1AS [104].
NOTE:	The sum of the UE-DS-TT residence time and the PDB of the QoS Flow needs to be lower than the residence time upper bound requirement for a time-aware system specified in IEEE 802.1AS [104].
A UE receives the gPTP messages and forwards them to the DS-TT. The DS-TT then creates egress timestamping (TSe) for the gPTP event (Sync) messages for external TSN working domains. The difference between TSi and TSe is considered as the calculated residence time spent within the 5G system for this gPTP message expressed in 5GS time. The DS-TT then uses the rateRatio contained inside the gPTP message payload (carried within Sync message for one-step operation or Follow_up message for two-step operation) to convert the residence time spent within the 5GS in TSN GM time and modifies the payload of the gPTP message that it sends towards the downstream TSN node as follows:
-	Adds the calculated residence time expressed in TSN GM time to the correction field.
-	Removes TSi from the Suffix field.

* * * * Next Change * * * *
[bookmark: _Toc47342740]5.27.1.3	Support for multiple TSN working domains
Each TSN working domain sends its own gPTP messages. The related Ethernet frames carry the gPTP multicast Ethernet destination MAC address and the gPTP message carries a specific PTP "domainNumber" that indicates the time domain they are referring to. The NW-TT makes ingress timestamping (TSi) for the gPTP event messages of all domains and forwards the gPTP messages of all domains to the UEs as specified in clause 5.27.1.2.2.
A UE receives gPTP messages and forwards them all to the DS-TT. The DS-TT receives the original TSN GM clock timing information and the corresponding TSi via gPTP messages for one or more TSN working domains. The DS-TT then makes egress timestamping (TSe) for the gPTP event messages for every external TSN working domain. Ingress and egress time stamping is are based on the 5G system clock at NW-TT and DS-TT.
NOTE 1:	An end-station can select TSN timing information of interest based on the "domainNumber" in the gPTP message.
The process described in clause 5.27.1.2.2"Distribution of TSN clock and time-stamping" is thus repeated for each TSN working domain between a DS-TT and the NW-TT it is connected to.
NOTE 2:	If all TSN working domains can be made synchronous and the synchronization can be provided by the 5G clock, the NW-TT output ports towards the connected TSN networks propagate the 5G clock via gPTP messagesusing the 802.1AS profile (i.e. the 5G system acts as an IEEE 802.1AS [104] compliant time-aware system, and in this case is the grandmaster for all the TSN working domains).
NOTE 3:	In this Release of specification, support for multiple TSN working domains is limited related to IEEE 802.1AS [104] for time synchronization procedure but it does not apply to interaction involving TSN AF and CNC. The corresponding IEEE specifications (i.e. IEEE 802.1Q [98]) are supported only for one specific TSN working domain and it is assumed that specific TSN working domain is associated with IEEE 802.1Q [98].

* * * * Next Change * * * *
[bookmark: _Toc47342741][bookmark: _Toc36187995][bookmark: _Toc45183899]5.27.1a	Periodic deterministic QoS
This feature allows the 5GS to support periodic deterministic communication where the traffic characteristics are known a-priori, and a schedule for transmission from the UE to a downstream node, or from the UPF to an upstream node is provided via external protocols outside the scope of 3GPP (e.g. IEEE 802.1 TSN).
The features include the following:
-	Providing TSC Assistance Information (TSCAI) that describe TSC flow traffic patterns at the gNB ingress and UE egress interfaces for traffic in downlink and uplink direction, respectively;
-	Support for hold & forward buffering mechanism (see clause 5.27.4) in DS-TT and NW-TT to de-jitter flows that have traversed the 5G System.

* * * * Next Change * * * *
[bookmark: _Toc47342743][bookmark: _Toc20150067][bookmark: _Toc27846866][bookmark: _Toc36187997][bookmark: _Toc45183901]5.27.3	Support for TSC QoS Flows
TSC QoS Flows use a Delay Critical GBR resource type and TSC Assistance Information. TSC QoS Flows may use standardized 5QIs, pre-configured 5QIs or dynamically assigned 5QI values (which requires signalling of QoS characteristics as part of the QoS profile) as specified in clause 5.7.2. For each instance of Periodicity, within each Period (defined by periodicity value), TSC QoS Flows are required to transmit only one burst of maximum size MDBV within the 5G-AN PDB. Known QoS Flow traffic characteristics provided in the TSCAI may be used to optimize scheduling in the 5GS.
The following is applicable for the QoS profile defined for TSC QoS Flows:
1.	The TSC Burst Size may be used to set the MDBV as follows:
	The maximum TSC Burst Size is considered as the largest amount of data within a time period that is equal to the value of 5G-AN PDB of the 5QI that was set for this traffic class. The maximum value of TSC Burst Size should be mapped to a 5QI with MDBV that is equal or higher. This 5QI also shall have a PDB value that satisfies the bridge delay capabilities (see clause 5.27.5 for more details) reported for the corresponding traffic class. For TSC QoS Flows, the Maximum Burst Size of the aggregated TSC streams to be allocated to this QoS Flow can be similarly mapped to a 5QI with MDBV value that is equal or higher, and the PDB of this 5QI shall also satisfy the bridge delay capabilities reported.
2.	The PDB is explicitly divided into 5G-AN PDB and CN PDB as described in clause 5.7.3.4. Separate delay budgets are necessary for calculation of expected packet transmit times on 5G System interfaces. For the TSC QoS Flow, the5G-AN PDB is set to value of 5QI PDB minus the CN PDB as described in clause 5.7.3.4. The CN PDB may be static value or dynamic value and is up to the implementation of 5GS bridge.
3.	The Maximum Flow Bitrate calculated by the TSN AF as per Annex I.1 may be used to set GFBR.
4.	ARP is set to a pre-configured value.

* * * * Next Change * * * *
[bookmark: _Toc47342745][bookmark: _Toc20150069][bookmark: _Toc27846868][bookmark: _Toc36187999][bookmark: _Toc45183903]5.27.5	5G System Bridge delay
In order for the 5G System to participate as a TSN bridge according to transmission gate schedules specified, the 5GS Bridge is required to provide Bridge Delays as defined in IEEE 802.1Qcc [95] for each port pair and traffic class of the 5GS bridge to an IEEE 802.1 TSN system. In order to determine 5GS Bridge Delays, the following components are needed:
1.	UE-DS-TT Residence Time: the time taken within the UE and DS-TT to forward a packet between the UE and DS-TT port. UE-DS-TT Residence Time is provided at the time of PDU Session Establishment by the UE to the network.
NOTE 1:	UE-DS-TT Residence Time is the same for uplink and downlink traffic and applies to all traffic classes.
2.	Per traffic class minimum and maximum delays between the UE and the UPF/NW-TT that terminates the N6 interface (including UPF and NW-TT residence times), independent of frame length that a given 5GS deployment supports. The per-traffic class delays between the UE and the UPF/NW-TT are pre-configured in the TSN AF (see clause 5.28.4).
The TSN AF calculates the 5GS independentDelayMin and independentDelayMax values for each port pair and for each traffic class using the above components.
The dependentDelayMin and dependentDelayMax for 5GS Bridge specify the time range for a single octet of an Ethernet frame to transfer from ingress to egress and include the time to receive and store each octet of the frame, which depends on the link speed of the ingress Port as per IEEE 802.1Qcc [95].
NOTE 2:	Further details how TSN AF determines dependentDelayMin and dependentDelayMax are up to implementation.
Since Residence times may vary among UEs and per traffic class delay between the UE and the UPF/NW-TT may vary among UPFs, the 5GS Bridge Delay is determined after the PDU Session Establishment for the corresponding UPF and the UE by the TSN AF. The TSN AF deduces the related port pair(s) from the port number of the DS-TT Ethernet port and port number of the serving NW-TT Ethernet port(s) when the TSN AF receives the 5GS Bridge information for a newly established PDU Session and caculates the bridge delays per port pair.

* * * * Next Change * * * *
[bookmark: _Toc47342747]5.28.1	5GS TSN bridge management
5GS functions acts as one or more TSN Bridges of the TSN network. The 5GS Bridge is composed of the ports on a single UPF (i.e. PSA) side, the user plane tunnel between the UE and UPF, and the ports on the DS-TT side. For each 5GS Bridge of a TSN network, the port on NW-TT support the connectivity to the TSN network, the ports on DS-TT side are associated to the PDU Session providing connectivity to the TSN network.
The granularity of the 5GS TSN bridge is per UPF. The bridge ID of the 5GS TSN bridge is bound to the UPF ID of the UPF as identified in TS 23.502 [3]. The TSN AF stores the binding relationship between a port on UE/DS-TT side and a PDU Session during reporting of 5GS TSN bridge information. The TSN AF also stores the information about ports on the UPF/NW-TT side. The UPF/NW-TT forwards traffic to the appropriate egress port based on the traffic forwarding information. From the TSN AF point of view, a 5GS TSN bridge has a single NW-TT entity within UPF and the NW-TT may have multiple ports that are used for traffic forwarding.
NOTE 1:	How to realize single NW-TT entity within UPF is up to implementation.
There is only one PDU Session per DS-TT port for a given UPF. All PDU Sessions which connect to the same TSN network via a specific UPF are grouped into a single 5GS bridge. The capabilities of each port on UE/DS-TT side and UPF/NW-TT side are integrated as part of the configuration of the 5GS Bridge and are notified to TSN AF and delivered to CNC for TSN bridge registration and modification.
NOTE 2:	It is assumed that all PDU sessions which connect to the same TSN network via a specific UPF are handled by the same TSN AF.


Figure 5.28.1-1: Per UPF based 5GS bridge
NOTE 3:	If a UE establishes multiple PDU Sessions terminating in different UPFs, then the UE is represented by multiple 5GS TSN bridges.
In order to support TSN scheduled traffic (clause 8.6.8.4 in IEEE Std 802.1Q-2018)scheduling over 5GS Bridge, the 5GS supports the following functions:
-	Configure the bridge information in 5GS.
-	Report the bridge information of 5GS Bridge to TSN network after PDU session establishment.
-	Receiving the configuration from TSN network as defined in clause 5.28.2.
-	Map the configuration information obtained from TSN network into 5GS QoS information (e.g. 5QI, TSC Assistance Information) of a QoS Flow in corresponding PDU Session for efficient time-aware scheduling, as defined at clause 5.28.2.
The bridge information of 5GS Bridge is used by the TSN network to make appropriate management configuration for the 5GS Bridge. The bridge information of 5GS Bridge includes at least the following:
-	Information for 5GS Bridge:
-	Bridge ID
	Bridge ID is to distinguish between bridge instances within 5GS. The Bridge ID can be derived from the unique bridge MAC address as described in IEEE 802.1Q [98], or set by implementation specific means ensuring that unique values are used within 5GS;
-	Bridge Name (Bridge Name as defined in IEEE 802.1Q [98]);
-	Number of Ports;
-	list of port numbers.
-	Capabilities of 5GS Bridge as defined in 802.1Qcc [95]:
-	5GS Bridge delay per port pair per traffic class, including 5GS Bridge delay (dependent and independent of frame size, and their maximum and minimum values: independentDelayMax, independentDelayMin, dependentDelayMax, dependentDelayMin), ingress port number, egress port number and traffic class.
-	Propagation delay per port (txPropagationDelay), including transmission propagation delay, egress port number.
-	VLAN Configuration Information.
NOTE 4:	This Release of the specification does not support the modification of VLAN Configuration Information at the TSN AF.
-	Topology of 5GS Bridge as defined in IEEE 802.1AB [97]:
-	Chassis ID subtype and Chassis ID of the 5GS Bridge.
-	Traffic classes and their priorities per port as defined in IEEE 802.1Q [98].
-	Stream Parameters as defined in clause 12.31.1 in IEEE 802.1Q [98], in order to support PSFP information:
-	Maximum number of filters, which defines the maximum number of streams that the bridge can handle;
-	Maximum number of gates, which can be equal or less than the maximum number of filters;
-	Maximum number of meters (optional) if meassurements are required;
-	Maximum length of the PSFPAdminControlList parameter that can be handled.
The following parameters: independentDelayMax and independentDelayMin, how to calculate them is left to implementation and not defined in this specification.
Bridge ID of the 5GS Bridge, port number(s) of the Ethernet port(s) in NW-TT could be preconfigured on the UPF. The UPF is selected for a PDU Session serving TSC as described in clause 6.3.3.3.
Port number of Ethernet port on the DS-TT for the PDU Session is assigned by the UPF during PDU session establishment. The port number of the DS-TT Ethernet port for a PDU Session shall be reported to the SMF from the UPF and further stored at the SMF. SMF provides the port number and MAC address of the Ethernet port in DS-TT of the related PDU session and port number(s) and MAC address(es) of the Ethernet port(s) in NW-TT to the TSN AF via PCF. If a PDU session for which SMF has reported port numbers to TSN AF is released, then SMF informs TSN AF accordingly.
The TSN AF is responsible to receive the bridge information of 5GS Bridge from 5GS, as well as register or update this information to the TSN network.

* * * * Next Change * * * *
[bookmark: _Toc47342753][bookmark: _Toc45183911]5.28.4	QoS mapping tables
The mapping tables between the traffic class and 5GS QoS Profile is provisioned and further used to find suitable 5GS QoS profile to transfer TSN traffic over the PDU Session. QoS mapping procedures are performed in two phases: (1) QoS capability report phase as described in clause 5.28.1, and (2) QoS configuration phase as in clause 5.28.2
(1)	The TSN AF shall be pre-configured (e.g. via OAM) with a mapping table. The mapping table contains TSN traffic classes, pre-configured bridge delays (i.e. the preconfigured delay between UE and UPF/NW-TT) and priority levels. Once the PDU session has been setup and after retrieving the information related to UE-DS-TT residence time, the TSN AF deduces the port pair(s) consisting of one NW-TT port and one DS-TT port and determines the bridge delay per port pair per traffic class based on the pre-configured bridge delay and the UE-DS-TT residence time. The TSN AF updates bridge delays per port pair and traffic class and reports the bridge delays and other relevant TSN information such as the Traffic Class Table (clause 12.6.3 in IEEE Std 802.1Q [98]) for every port, according to the IEEE 802.1Q [98] and IEEE 802.1Qcc [95] to the CNC.
(2)	CNC distributes the TSN QoS requirements and TSN transmission gate scheduling parameters to 5GS Bridge via TSN AF.
The PCF mapping table provides a mapping from TSN QoS information (see TS 23.503 [45], clauses 6.2.1.2 and 6.1.3.23) to 5GS QoS profile. Based on trigger from TSN AF, the PCF may trigger PDU session modification procedure to establish a new 5G QoS Flow or use the pre-configured 5QI for 5G QoS Flow for the requested traffic class according to the selected QoS policies and the TSN AF traffic requirements.
Figure 5.28.4-1 illustrates the functional distribution of the mapping tables.


Figure 5.28.4-1: QoS Mapping Function distribution between PCF and TSN AF
The minimum set of TSN QoS-related parameters that are relevant for mapping the TSN QoS requirements are used by the TSN AF: traffic classes and their priorities per port, TSC Burst Size of TSN streams, 5GS bridge delays per port pair and traffic class (independentDelayMax, independentDelayMin, dependentDelayMax, dependentDelayMin), propagation delay per port (txPropagationDelay) and UE-DS-TT residence time.
Once the CNC has receivedretrieves the necessary information, it proceeds to calculate scheduling and paths. The configuration information is then set in the bridge as described in clauses 5.28.2 and 5.28.3. The most relevant information received is the PSFP information and the scheduleing of transmission gates for every traffic class and port of the bridge. At this point, it is possible to retrieve the TSN QoS requirements by identifying the traffic class of the port. The traffic class to TSN QoS and delay requirement mapping can be performed using the QoS mapping table in the TSN AF as specified in TS 23.503 [45]. Subsequently in the PCF, the 5G QoS Flow can be configured by selecting a 5QI as specified in TS 23.503 [45]. This feedback approach uses the reported information to the CNC and the feedback of the configuration information coming from the CNC to perform the mapping and configuration in the 5GS.
If the Maximum Burst Size of the aggregated TSC streams in the traffic class is provided by CNC via TSN AF to PCF, PCF can derive the required MDBV taking the Maximum Burst Size as input. If the default MDBV associated with a standardized 5QI or a pre-configured 5QI in the QoS mapping table cannot satisfy the aggregated TSC Burst Size, the PCF provides the derived MDBV in the PCC rule and then the SMF performs QoS Flow binding as specified in clause 6.1.3.2.4 of TS 23.503 [45].
Maximum Flow Bit Rate is calculated over PSFPAdminCycleTime as described in Annex I and provided by the TSN AF to the PCF, while GBR is calculated over an Averaging Window for the 5QI by the PCF. The Maximum Flow Bit Rate is adjusted according to Averaging Window associated with a pre-configured 5QI in the QoS mapping table or another selected 5QI (as specified in TS 23.503 [45]) to obtain GBR of the 5GS QoS profile. GBR is then used by SMF to calculate the GFBR per QoS flow. QoS mapping table in the PCF between TSN parameters and 5GS parameters should match the delay, aggregated TSC burst size and priority, while preserving the priorities in the 5GS. An operator enabling TSN services via 5GS can choose up to eight traffic classes to be mapped to 5GS QoS profiles.
Once the 5QIs to be used for TSN streams are identified by the PCF as specified in TS 23.503 [45], then it is possible to enumerate as many bridge port traffic classes as the number of selected 5QIs.

* * * * Next Change * * * *
[bookmark: _Toc20150155][bookmark: _Toc27846957][bookmark: _Toc36188088][bookmark: _Toc45183993][bookmark: _Toc47342835]5.33.2.1	Dual Connectivity based end to end Redundant User Plane Paths
In order to support highly reliable URLLC services, a UE may set up two redundant PDU Sessions over the 5G network, such that the 5GS sets up the user plane paths of the two redundant PDU Sessions to be disjoint. The user's subscription indicates if user is allowed to have redundant PDU Sessions and this indication is provided to SMF from UDM.
NOTE 1:	It is out of scope of 3GPP how to make use of the duplicate paths for redundant traffic delivery end-to-end. It is possible to rely on upper layer protocols, such as the IEEE 802.1 TSN (Time Sensitive Networking) FRER (Frame Replication and Elimination for Reliability) [83], to manage the replication and elimination of redundant packets/frames over the duplicate paths which can span both the 3GPP segments and possibly fixed network segments as well.
NOTE 2:	The following redundant network deployment aspects are within the responsibility of the operator and are not subject to 3GPP standardization:
-	RAN supports dual connectivity, and there is sufficient RAN coverage for dual connectivity in the target area.
-	UEs support dual connectivity.
-	The core network UPF deployment is aligned with RAN deployment and supports redundant user plane paths.
-	The underlying transport topology is aligned with the RAN and UPF deployment and supports redundant user plane paths.
-	The physical network topology and geographical distribution of functions also supports the redundant user plane paths to the extent deemed necessary by the operator.
-	The operation of the redundant user plane paths is made sufficiently independent, to the extent deemed necessary by the operator, e.g. independent power supplies.
Figure 5.33.2.1-1 illustrates an example user plane resource configuration of dual PDU sessions when redundancy is applied. One PDU Session spans from the UE via Master NG-RAN to UPF1 acting as the PDU Session Anchor, and the other PDU Session spans from the UE via Secondary NG-RAN to UPF2 acting as the PDU Session Anchor. As described in TS 37.340 [31], NG-RAN may realize redundant user plane resources for the two PDU sessions with two NG-RAN nodes (i.e. Master NG-RAN and Secondary NG-RAN as shown in Figure 5.33.2.1-1) or a single NG-RAN node. In both cases, there is a single N1 interface towards AMF.
Based on these two PDU Sessions, two independent user plane paths are set up. UPF1 and UPF2 connect to the same Data Network (DN), even though the traffic via UPF1 and UPF2 may be routed via different user plane nodes within the DN.
In order to establish two redundant PDU sessions and associate the duplicated traffic coming from the same application to these PDU sessions, URSP or UE local configuration is used as specified in TS 23.503 [45].
NOTE 3:	Using URSP, duplicated traffic from the application, associated to the redundant PDU Sessions, is differentiated by two distinct traffic descriptors, each in a distinct URSP rule. These traffic descriptors need to have different DNNs, IP descriptors or non-IP descriptors (e.g. MAC address, VLAN ID), so that the two redundant PDU sessions are matched to the Route Selection Descriptors of distinct URSP rules.
The redundant user plane set up applies to both IP and Ethernet PDU Sessions.


Figure 5.33.2.1-1: Example scenario for end to end redundant User Plane paths using Dual Connectivity
Support of redundant PDU Sessions include:
-	UE initiates two redundant PDU Session and provides different combination of DNN and S-NSSAI for each PDU Session.
-	The SMF determines whether the PDU Session is to be handled redundantly. The determination is based on the policies provided by PCF for the PDU Session, combination of the S-NSSAI, DNN, user subscription and local policy configuration. The SMF uses these inputs to determine the RSN which differentiates the PDU Sessions that are handled redundantly and indicates redundant user plane requirements for the PDU Sessions in NG-RAN.
-	Operator configuration of UPF selection ensures the appropriate UPF selection for disjoint paths.
-	At establishment of the PDU Sessions or at transitions to CM-CONNECTED state, the RSN parameter indicates to NG-RAN that redundant user plane resources shall be provided for the given PDU sessions by means of dual connectivity. The value of the RSN parameter indicates redundant user plane requirements for the PDU Sessions. This request for redundant handling is made by indicating the RSN to the NG-RAN node on a per PDU Session granularity. PDU Sessions associated with different RSN values shall be realized by different, redundant UP resources. Based on the RSN and RAN configuration, the NG-RAN sets up dual connectivity as defined in TS 37.340 [31] so that the sessions have end to end redundant paths. When there are multiple PDU Sessions with the RSN parameter set and with different values of RSN, this indicates to NG-RAN that CN is requesting dual connectivity to be set up and the user plane shall be handled as indicated by the RSN parameter and the associated RAN configuration. If the RSN value is provided to the NG-RAN, NG-RAN shall consider the RSN value when it associates the PDU Sessions with NG-RAN UP.
NOTE 4:	The decision to set up dual connectivity remains in NG-RAN as defined today. NG-RAN takes into account the additional request for the dual connectivity setup provided by the CN.
-	Using NG-RAN local configuration, NG-RAN determines whether the request to establish RAN resources for a PDU Session is fulfilled or not considering user plane requirements indicated by the RSN parameter by means of dual connectivity. If the request to establish RAN resources for PDU Session can be fulfilled by the RAN, the PDU Session is established even if the user plane requirements indicated by RSN cannot be satisfied. If the NG-RAN determines the request to establish RAN resources cannot be fulfilled then it shall reject the request which eventually triggers the SMF to reject the PDU Session establishment towards the UE. The decision for each PDU Session is taken independently (i.e. rejection of a PDU Session request shall not release the previously established PDU Session). The RAN shall determine whether to notify the SMF if the RAN resources indicated by the RSN parameter can no longer be maintained and SMF can use that to determine if the PDU Session should be released.
-	In the case of Ethernet PDU Sessions, the SMF has the possibility to change the UPF (acting as the PSA) and select a new UPF based on the identity of the Secondary NG-RAN for the second PDU Session if the Secondary NG-RAN is modified (or added/released), using the Ethernet PDU Session Anchor Relocation procedure described in clause 4.3.5.8 of TS 23.502 [3].
-	The SMF's charging record may reflect the RSN information.
-	The RSN indication is transferred from Source NG-RAN to Target NG-RAN in the case of handover.

* * * * Next Change * * * *
[bookmark: _Toc20150306][bookmark: _Toc27847114][bookmark: _Toc36188247][bookmark: _Toc45184161][bookmark: _Toc47343003]Annex F (informative):
Redundant user plane paths based on multiple UEs per device
This clause describes an approach to realize multiple user plane paths in the system based on a device having multiple UEs and specific network deployments.
The approach assumes a RAN deployment where redundant coverage by multiple gNBs (in the case of NR) is generally available. Upper layer protocols, such as the IEEE 802.1 TSN (Time Sensitive Networking), can make use of the multiple user plane paths.
The UEs belonging to the same terminal device request the establishment of PDU Sessions that use independent RAN and CN network resources using the mechanisms outlined below.
This deployment option has a number of preconditions:
-	The redundancy framework uses separate gNBs to achieve user plane redundancy over the 3GPP system. It is however up to operator deployment and configuration whether separate gNBs are available and used. If separate gNBs are not available for a device, the redundancy framework may still be applied to provide user plane redundancy in the rest of the network as well as between the device and the gNB using multiple UEs.
-	Terminal devices integrate multiple UEs which can connect to different gNBs independently.
-	RAN coverage is redundant in the target area: it is possible to connect to multiple gNBs from the same location. To ensure that the two UEs connect to different gNBs, the gNBs need to operate such that the selection of gNBs can be distinct from each other (e.g. gNB frequency allocation allows the UE to connect to multiple gNBs).
-	The core network UPF deployment is aligned with RAN deployment and supports redundant user plane paths.
-	The underlying transport topology is aligned with the RAN and UPF deployment and supports redundant user plane paths.
-	The physical network topology and geographical distribution of functions also supports the redundant user plane paths to the extent deemed necessary by the operator.
-	The operation of the redundant user plane paths is made sufficiently independent, to the extent deemed necessary by the operator, e.g., independent power supplies.
Figure F-1 illustrates the architecture view. UE1 and UE2 are connected to gNB1 and gNB2, respectively and UE1 sets up a PDU Session via gNB1 to UPF1, while UE2 sets up a PDU Session via gNB2 to UPF2. UPF1 and UPF2 connect to the same Data Network (DN), but the traffic via UPF1 and UPF2 might be routed via different user plane nodes within the DN. UPF1 and UPF2 are controlled by SMF1 and SMF2, respectively.


Figure F-1: Architecture with redundancy based on multiple UEs in the device
The approach comprises the following main components shown as example using NR in figure F-2.
-	gNB selection: The selection of different gNBs for the UEs in the same device is realized by the concept of UE Reliability Groups for the UEs and also for the cells of gNBs. By grouping the UEs in the device and cells of gNBs in the network into more than one reliability group and preferably selecting cells in the same reliability group as the UE, it is ensured that UEs in the same device can be assigned different gNBs for redundancy as illustrated in Figure F-2, where UE1 and the cells of gNB1 belong to reliability group A, and UE2 and the cells of gNB2 belong to reliability group B.


Figure F-2: Reliability group-based redundancy concept in RAN
For determining the reliability grouping of a UE, one of the following methods or a combination of them can be used:
-	It could be configured explicitly to the UE and sent in a Registration Request message to the network using an existing parameter (such as an S-NSSAI in the Requested NSSAI where the SST is URLLC; the Reliability Group can be decided by the SD part).
-	It could also be derived from existing system parameters (e.g., SUPI, PEI, S-NSSAI, RFSP) based on operator configuration.
The Reliability Group of each UE is represented via existing parameters and sent from the AMF to the RAN when the RAN context is established, so each gNB has knowledge about the reliability group of the connected UEs.
NOTE:	An example realisation can be as follows: the UE's Allowed NSSAI can be used as input to select the RFSP index value for the UE. The RAN node uses the RFSP for RRM purposes and can based on local configuration determine the UE's Reliability Group based on the S-NSSAI in Allowed NSSAI and/or S-NSSAI for the PDU Session(s).
The reliability group of the RAN (cells of gNBs) entities are pre-configured by the O&M system in RAN. It is possible for gNBs to learn the reliability group neighbouring cells as the Xn connectivity is set up, or the reliability group of neighbouring cells are also configured into the gNBs.
In the case of connected mode mobility, the serving gNB prioritizes candidate target cells that belong to different reliability group than the UE. It follows that normally the UE is handed over only to cells in the same reliability group. If cells in the same reliability group are not available (UE is out of the coverage of cells of its own reliability group or link quality is below a given threshold) the UE may be handed over to a cell in another reliability group as well.
If the UE connects to a cell whose reliability group is different from the UE's reliability group, the gNB initiates a handover to a cell in the appropriate reliability group whenever such a suitable cell is available.
In the case of an Idle UE, it is possible to use the existing cell (re-)selection priority mechanism, with a priori UE config using dedicated signalling (in the RRCConnectionRelease message during transition from connected to idle mode) to configure the UE to reselect the cells of the appropriate reliability group for camping in deployments where the cell reliability groups use different sets of frequencies.
-	UPF selection. UPF selection mechanisms as described in clause 6.3.3 can be used to select different UPFs for the UEs within the device. The selection may be based either on UE configuration or network configuration of different DNNs leading to the same DN, or different slices for the two UEs. It is possible to use the UE's Reliability Group, described above for gNB selection, as an input to the UPF selection. The proper operator configuration of the UPF selection can ensure that the path of the PDU Sessions of UE1 and UE2 are independent.
-	Control plane. The approach can optionally apply different control plane entities for the individual UEs within the device. This may be achieved by using:
-	different DNNs for the individual UEs within the device to select different SMFs,
-	or applying different slices for the individual UEs within the device either based on UE configuration or network subscription, to select different AMFs and/or SMFs.
* * * * End of Changes * * * *
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